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**ABSTRACT**

The Shortest Job First (SJF) Algorithm handles a set of processes according to the least amount of execution time, and is thus applicable if the processor knows how much time a process would consume – which isn’t necessarily feasible across all cases. SJF also suffers from an inherent starvation problem for programs lower down the execution line. In contrast to this, Round Robin (RR) Scheduling is far more optimal in terms of time sharing among several processes because it divides an equal amount of time among them. Using a modified version of this technique from RR, which may also be called Time Slice, we try to improve the SJF algorithm in order to resolve its problems with starvation that the algorithm have shown no improvement with both of the cases because the changes observed were negligible differences

**CCS Concepts**:

* **Software and its engineering → Software organization and properties → Contextual software domains → Operating systems → Process management → Scheduling**
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# INTRODUCTION

CPU scheduling, a method used in balancing the amount of computing resource a process can have. As the need for a more efficient and faster scheduling algorithm is needed as the growth of technology requires a better algorithm in order to maximize the use of a CPU. Though as effective as the algorithm can be it still has its problems. Some of which are either CPU utilization, turnaround time, response time, waiting time and throughput.

The researchers aim to improving an existing algorithm. The algorithm to be improved is the Shortest Job First (SJF). This algorithm is defined as a process with the shortest burst time or duration gets to go first.

It can either be a non-preemptive or a preemptive process. It is an effective algorithm that will reduce waiting time. This algorithm is good but since it focuses on the shortest time or the process that have small execution time the process with a longer time will not be focused which will then lead to starvation of CPU process for those with longer time. Wanting to fix the problem, the

researchers will be combining two other methods that have been done by two previous researches.

# REVIEW OF RELATED LITERATURE

CPU Optimization Criteria:

CPU Utilization – making the CPU to at least continue working, the ideal would be working at most times (100%). For a real system, the usage for the CPU may range from 40% (lightly loaded) to 90% (heavily loaded).

Throughput – If the CPU is busy, then it is executing a process. It is the total number of processes completed per unit time or in other words, the total amount of work done in a unit of time. It can range from 10/second to 1/hour depending on the specific processes.

Turnaround Time - amount of time to complete a task from start to finish. Another way to say it is, from the submission of the process to the time of completion of the process (Wall clock time).

Waiting Time - the sum of periods spent waiting in the ready queue, the amount of time a process has been waiting in order to get control of the CPU.

Response Time - the amount of time it takes, starting from the time that a request was sent up until the first response is produced. It is the time that a process starts responding and not the completion of the entire system.

A lot of researches so far has been improving on algorithms be it First Come First Serve (FCFS), Shortest Job First (SJF), Round Robin (RR), etc. or it would be combing two other algorithms together. The goal by doing these is to improve on where the algorithm went wrong. Summarizing the problem, First Come First Serve (FCFS) would not focus on burst time, Shortest Job First (SJF) would not let the process with the longest burst time get any CPU and Round Robin mostly relies on time quantum. This would lead to researches in order to help solve the problem either by combing two algorithm concepts with the other or improve/modify it.

The researches have taken interest in the SJF considering that it is an optimal algorithm but the problem of the burst time would not be possible. Though there was researches that would help with solving the problem. The researchers would combine two interesting researches about the SJF. One would be time slice and the other would be comparing the sum with the longest burst time.

Summarizing these concepts starting with the time slice. Time slice would take the shortest burst time and longest burst time and get their average. The other concept would work on two-pointers one for the shortest burst time and the other is for the longest, as you add along in the process the shortest pointer would compare it with the longest if the shortest is greater than or equal with the longest then it would be added next if not then add the next shortest.

# METHODOLODY

The methodology of the algorithm is as follows:

# Adapting the original SJF formula that takes into account Burst Time (BT) to execute process in descending order.

# Arrival Time is assumed to be 0 for testing purposes.

# Processes are inserted into a single queue, if a new process enters the queue, the algorithm will adapt the First Come, First Serve (FCFS) technique.

# Queued processes are arranged according to burst time starting with the lowest.

# The usage of Time Slice on which is adapted from the Round Robin (RR) Algorithm’s Quantum Time mechanic.

# The formula is as follows:

## Determine the sum of process with the shortest and the process with the largest BT.

## Divide the sum by 2 to get TS

# Application of Greater Than concept into Time Slice. The formula is as follows:

## Start with 0. Add process with least burst time

## Determine if the the summation of the next queued process is greater than the TS. If so, add to the process with the greatest burst time to the queue.

## Else, continue adding the next queued process using the same condition until all processes within the queue are accounted for.

# Analysis of the comparison of original SJF to calculated TS

## Pseudocode of Modified SJF Algorithm

Let P(n) be a process to be executed. Let BT be burst time. Let TS be Time Slice.

1. Add P1, P2, P3, and P4 to a queue.
2. Assign BT to P(n).
3. Sort queue in ascending order according to BT.
4. Set TS = Highest BT + Lowest BT / 2
5. Start with 0. Add Lowest BT to 0.
6. If the summation of the process >= to the TS then add the process with the greatest to the queue
7. Add next greatest BT according to sorted queue.

## Test Cases

These tests were done under the following assumptions:

* 1. Processes are executed in a single processor.
  2. The processes are CPU bound.
  3. Burst time is known before execution starts.
  4. SJF, ASJF and ESJF are used as benchmark algorithm.
  5. For the ASJF Arrival time will be used for this algorithm, though for the other three Arrival time will not be used.
  6. The SJF used will be non-preemptive.

### Test Case 1

Table 1. In this test, it will involve SJF, ESJF and TSCSJF. Assuming that arrival time is 0.

|  |  |
| --- | --- |
| **Process** | **Burst Time** |
| P1 | 8 |
| P2 | 6 |
| P3 | 3 |
| P4 | 7 |

### Test Case 2

Table 2. In this test, it will involve SJF, ASJF and TSCSJF. SJF and ASJF will be using arrival time.

|  |  |  |
| --- | --- | --- |
| **Process** | **Burst Time** | **Priority** |
| P1 | 86 | 7 |
| P2 | 54 | 5 |
| P3 | 49 | 4 |
| P4 | 34 | 9 |
| P5 | 92 | 2 |

### Test Case 3

Table 3. In this test, it will involve SJF, ESJF and TSCSJF. Assuming that arrival time is 0.

|  |  |
| --- | --- |
| **Process** | **Burst Time** |
| P1 | 7 |
| P2 | 19 |
| P3 | 6 |
| P4 | 20 |
| P5 | 4 |
| P6 | 2 |

# FINDINGS AND RESULTS

### Test Case 1

Table 4. Through SJF

|  |  |
| --- | --- |
| **WAITING TIME** | **TURNAROUND TIME** |
| 16 | 24 |
| 3 | 9 |
| 0 | 3 |
| 9 | 16 |

Average Waiting Time: 7

Average Turnaround Time: 13

Table 5. Through ESJF

|  |  |
| --- | --- |
| **WAITING TIME** | **TURNAROUND TIME** |
| 17 | 24 |
| 3 | 9 |
| 0 | 3 |
| 9 | 17 |

Average Waiting Time: 7.25

Average Turnaround Time: 14

Table 6. Through TSCSJF

|  |  |
| --- | --- |
| **WAITING TIME** | **TURNAROUND TIME** |
| 9 | 17 |
| 3 | 9 |
| 0 | 3 |
| 17 | 24 |

Average Waiting Time: 7.25

Average Turnaround Time: 14

### Test Case 2

In the concept of ASJF will be getting the average of the shortest and longest burst -time.

TS = (Shortest BT + Longest BT)/2. In here the time slice is 63, (34+92)/2=63.

Table 7. Through SJF

|  |  |
| --- | --- |
| **WAITING TIME** | **TURNAROUND TIME** |
| 195 | 281 |
| 141 | 195 |
| 92 | 141 |
| 281 | 315 |
| 0 | 92 |

Average Waiting Time: 141.8

Average Turnaround Time: 204.8

Table 8. Through ASJF

|  |  |
| --- | --- |
| **WAITING TIME** | **TURNAROUND TIME** |
| 166 | 286 |
| 112 | 166 |
| 63 | 112 |
| 229 | 263 |
| 0 | 315 |

Average Waiting Time: 114

Average Turnaround Time: 228.4

Table 9. Through TSCSJF

|  |  |
| --- | --- |
| **WAITING TIME** | **TURNAROUND TIME** |
| 229 | 315 |
| 175 | 229 |
| 34 | 83 |
| 0 | 34 |
| 83 | 175 |

Average Waiting Time: 104.2

Average Turnaround Time: 167.2

### Test Case 3

Table 10. Through SJF

|  |  |
| --- | --- |
| **WAITING TIME** | **TURNAROUND TIME** |
| 12 | 19 |
| 19 | 38 |
| 6 | 12 |
| 38 | 58 |
| 2 | 6 |
| 0 | 2 |

Average Waiting Time: 12.83

Average Turnaround Time: 22.5

Table 11. Through ESJF

|  |  |
| --- | --- |
| **WAITING TIME** | **TURNAROUND TIME** |
| 12 | 19 |
| 19 | 38 |
| 6 | 12 |
| 38 | 58 |
| 2 | 6 |
| 0 | 2 |

Average Waiting Time: 12.83

Average Turnaround Time: 22.5

Table 12. Through TSCSJF

|  |  |
| --- | --- |
| **WAITING TIME** | **TURNAROUND TIME** |
| 32 | 39 |
| 39 | 58 |
| 6 | 12 |
| 12 | 32 |
| 2 | 6 |
| 0 | 2 |

Average Waiting Time: 15.17

Average Turnaround Time: 24.83

# DISCUSSION OF FINDINGS

As the shown in the findings, there are no improvements to waiting time and turnaround time compared to non-preemptive SJF. The three test cases have shown the results of that comparing it with each other have shown that TSCSJF have shown no improvements.

In the case of the average waiting times, the findings showed the TSCSJF algorithm is faster than the SJF in the second case due to the nature of preemptive SJF algorithm.The changes in the order of the processes depending on the least and highest burst times depicts processes after the time slice are then taken into account and putting them ahead of other processes with the implementation of time slice, reducing their waiting times.

In terms of average turnaround times, the findings depict the TSCSJF algorithm is longer compared to the SJF with the exemption of the second case, ESJF and ASJF algorithms. The changes occurred to the burst times of the processes as stated earlier, this would result in longer times for queued processes to be finished due to delaying the turnaround time of the processes with the high burst times. This results in a slight delay in execution of other processes depending on the size of the time slice.

In the first case and third, the average waiting time and turnaround of TSCSJF are slower compared to the SJF algorithm because of the largest process being handled first before the rest of the other processes.

# CONCLUSION

The SJF algorithm is accounted for its simplicity and ease of implementation, but it faces problems relative to starvation and dynamism. With the tests done, the researchers have concluded that the new algorithm has shown some improvement with the cases because the changes observed provided significant differences across the test cases in comparison to the ASJF and ESJF, alongside a solution to the starvation inherent to SJF. The researchers recommend additional study of possible dynamic interactions between the algorithm and incoming processes, as is noted in other scheduling algorithms such as Round Robin with an inherent Quantum Time mechanic, alongside any supplemental method to reduce and waiting time turnaround time and an increase to possible test cases.
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